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Abstract

This position paper provides insights aiming at resolving the most pressing needs and issues of computer

vision algorithms. Specifically, these problems relate to the scarcity of data, the inability of such algorithms

to adapt to never-seen-before conditions, and the challenge of developing explainable and trustworthy

algorithms.

This work proposes the incorporation of reasoning systems, and in particular of abductive reasoning,

into image segmentation algorithms as a potential solution to the aforementioned issues.
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1. Introduction

Semantic image segmentation is an area of computer vision that has seen significant advance-

ments in recent years. This technique is extremely common today since it facilitates the

description, categorization, and visualisation of regions of interest in a picture [1]. The primary

goal of semantic image segmentation is to classify distinct portions of an image as separate

objects by associating each pixel with a specific class label, and therefore recognising and

understanding what is represented in the image at the pixel level.

To date, there is a plethora of applications that make use of these algorithms. Self-driving cars

and medical image analysis are some of the most significant applications. In certain scenarios,

such as the two reported here, there is an apparent problem of data scarcity. In general, one of

the main problems is that Deep Learning (DL) algorithms require annotated data to succeed.

This is extremely evident in the domain of computer vision, as it is necessary to annotate every

visual element contained in an image. Consequently, there is a remarkable demand of data-sets

with a large number of annotations. Furthermore, if one considers the real world, as opposed to

a simulated environment, the available data are sequential, subject to continual changes, and

frequently unlabelled. In this regard, semantic segmentation algorithms should continuously
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adapt themselves to new contexts and data, asking for a certain degree of generalisation. As

neural network models are subjected to sparse or low-quality data, it is widely recognised that

their performance degrades drastically. Therefore, it is essential to address these issues by

proposing alternatives to conventional systems. For instance, via solutions employing both

symbolic and sub-symbolic systems (Neuro-Symbolic architectures). Here, the apparent benefit

of integrating logical constructs into sub-symbolic models is related to the reduction in learning

time, the possibility to improve the prediction accuracy, the decrease in the amount of data

required to train the model, and a greater propensity for the model to adapt to previously

un-observed situations.

A particular type of reasoning, known as abductive reasoning, is embraced in this proposal.

Abductive reasoning was studied and theorised by C.S. Peirce [2]. It is a form of reasoning in

which hypotheses are developed in order to explain observations. In general, it is a process of

reasoning invoked to explain an observation by inferring causes from observed effects. It can,

therefore, be defined as an explanatory process. Abduction is a kind of non-monotonic form of

reasoning in which the truth of a statement can vary when additional evidence is introduced.

This reasoning is also highly adaptable to real-world circumstances, where it is frequently

necessary to change some findings in light of fresh information. According to [2], humans use

abduction to draw significant conclusions by focusing on a number of observations. On the

basis of inadequate evidence, abductive reasoning generates hypotheses. Wherever massive

data sets are not available for training a neural network model, the utility of this particular way

of reasoning becomes evident.

There are three main reasons why this particular type of reasoning is proposed. The first

reason relates to the explainability of the algorithm. Abduction is defined to provide the

formulation of potential explanations. In sensitive domains, such as those discussed previously

involving autonomous driving and medical diagnosis, it is crucial to have an explanation for

algorithmic decisions. The second reason, on the other hand, concerns the problem of the lack

of data and the consequent inability of the algorithm to adapt to new settings, i.e. its lack of

generalisation. In fact, providing the system with a suitable number of instances is not simple,

firstly because it is difficult to predict in advance which information would be significant for

the learning task [3], and secondly because a big amount of data is not always available. In this

sense, abduction can be used to generate additional instances for a system and compensate for

the scarcity of data in a specific domain. The third reason is related with limiting the search

space. Training sub-symbolic models, such as neural networks, takes not only a large amount

of data, but also a significant amount of time in order to detect and learn patterns below a

particular class label. The greater the number of instances, the greater the algorithm’s accuracy

and robustness, but the longer it takes to learn. Abduction in this sense could aid in the reduction

of the search space. Given a Knowledge Base (KB) and a set of constraints, the minimal number

of possible hypotheses 𝜃 is formed. Let be 𝜃 = {𝐻1, 𝐻2, 𝐻𝑁}, where 𝐾𝐵 ∪𝐻 ⊨ 𝑂. In practice

𝐻 is an hypothesis for the observation 𝑂 asserting 𝑂 w.r.t the 𝐾𝐵. Consequently, only those

feasible inferences formed from 𝜃 and deduced according to the KB are considered to be viable

solutions.

In accordance with the aforementioned considerations, we believe that the employment and

integration of abductive reasoning into image segmentation algorithms can lead to improve-

ments in terms of both learning time and the amount of data required for model training. We



also believe that the potential of abduction can lead to a symbolic augmentation resulting in a

final model that is more robust, explainable, and trustworthy.

1.1. Outline

The remainder of this article is organised as follows: the semantic image segmentation state-of-

the-art is detailed in Section 2 through a discussion of the principal methodologies used and the

principal limitations inherent in this discipline; the motivations for our proposal are stated in

Section 3; Section 4 outlines and explains in depth the primary challenges of this work; finally,

two ideas for a framework implementing our proposal are presented in Section 5.

2. Background

Semantic segmentation refers to the process of identifying which elements occur in an image

and where they are located. Convolutional architectures are the most common architectures

used for semantic segmentation [4]. Semantic image segmentation employs a multitude of

models, the most significant of which are listed below. Fully Connected Layers (FCN) models

are one of the best-known techniques [5]. These approaches are innovative since they use

skip connections to connect non-adjacent layers. It is important to mention that nearly all

the following methodologies used for semantic image segmentation adhere to the concept of

skip connections. However, despite their widespread use, one of the major issues with these

structures is their fully convolutional nature, which renders them incapable to localise labels

within the feature hierarchy, and to process global context knowledge. As a consequence, the

approaches involved to solve this issue diverge from the fully-connected models. Object-based

techniques, of which R-CNN models are the most well-known, are one example. R-CNNs use

a Regional Proposal Network (RPN) to propose unique regions inside a picture, followed by

a Convolutional Neural Network (CNN) to locate items within each region. Therefore, the

essential structure of this form of architecture consists of a collection of systems for determining

the position of bounding boxes and the types of items that can be located within them.

Over the years, other enhancements to the original system have been proposed, including R-

CNN [6], Fast R-CNN [7], Faster R-CNN [8], and Mask R-CNN [9]. In this regard, the application

of object-based approaches for semantic segmentation is a field that will be considerably

advanced in the near future. However, image segmentation is still a young subject with many

open problems and challenges. Consequently, new ideas and models are arising. Few-Shot

Semantic Segmentation [10] is an example of a technique that attempts to perform segmentation

using a small number of annotated instances rather than massive data-sets; similarly, Zero-

Shot Semantic Segmentation [11] attempts to build visual features using word embedding

vectors when no training data are provided. Semantic segmentation is extended by instance

segmentation, which offers distinct labels for independent instances of elements belonging

to the same class of objects. According to [12], the problem of instance segmentation is to

simultaneously discover a solution for object recognition and semantic segmentation. Although

numerous techniques developed over the years have demonstrated good performance in specific

situations, a notable downside is that the classifier must be retrained every time new object

categories are identified, in addition to the fact that object recognition at different scales is a big



challenge in both semantic and instance segmentation. Other issues, including object occlusion

and image degradation, are also highlighted.

3. Aims

This research seeks to solve specific difficulties in the field of semantic segmentation by examin-

ing the incorporation, with such models, of a reasoning module that might improve classification

results and provide reasoning processes to the system. The introduction of a reasoning module

to the chain would permit the incorporation of global context information, which would be

useful for image segmentation. As also noted by [13], while neural networks are extremely

effective at extracting local features and making accurate predictions with a small field of view,

they lack the ability to use global context information and, therefore, cannot model interactions

between different object instances directly.

The objective is therefore to introduce a form of reasoning, the abductive one, that provides

the system with the ability to abstract from its predictions, thereby guaranteeing an higher

degree of generalisation of the model. In fact, the reasoning module could circumvent the

problem of limited data by generating abductive hypotheses to be utilised as new examples in

the training phase and by providing the system with some form of commonsense reasoning that

can produce responses in the presence of unexplored new scenarios. In addition, this strategy

could enable the model to obtain some explainability and interpretability characteristics.

According to [2], abductive reasoning is motivated by the fact that, if the hypothesis were

true, observable events would have been inevitable consequences of them. Abductive reasoning

is considered as reliable when applied to real-world problems since it starts by providing initial

explanations. Obviously, these explanations will require further investigation in the future to

express their veracity. This form of reasoning can enable the neural network model (which

is a black-box model) to provide external users with explanations of the outputs generated

by its internal complex processes. Consequently, the main aim of this study is to propose a

general hybrid framework for semantic image segmentation that can overcome some of the

issues highlighted above and that, in the future: (i) can be applied to a variety of scenarios; (ii)

can be used with a small amount of data; and (iii) is ultimately explicable, interpretable, and

reliable.

4. Challenges

The main idea here is to integrate abductive reasoning capabilities with CNNs—specifically

segmentation-specific CNNs. The main challenges we aim to solve are outlined below:

Data scarcity — One of the primary advantages of employing Neuro-Symbolic systems, i.e.,

systems incorporating the integration of symbolic and sub-symbolic systems, is the ability

to use and combine the strengths of the two types of systems. Among them, it is argued

that these hybrid models can be trained end-to-end with limited data. Evidently, in the

case of computer vision, this strategy proves effective. In particular, one of the reasons

why the combination of convolutional neural networks with a symbolic approach that



exploits abductive reasoning is recommended is the needed to attempt to solve the data

scarcity issue that frequently arises in this field.

Robustness — In the area of computer vision, there are typically issues with image distortion or,

as discussed in Section 2, issues with image occlusion, degradation, etc. If the model is not

robust enough, these occurrences can result in a substantial loss of performance. Model

robustness relates to system’s resistance to data disturbances and specifies the extent to

which findings from a sample may be applied to other samples from the population. In

a way, it is desired to believe that symbolic knowledge can be of support in this regard.

In fact, the use of logical terms enables the neural network to learn and reason on the

image without requiring millions of samples to comprehend what lies behind a blurred or

obstructed image. It has been proven that using symbolic knowledge within a DNN can

bring robustness to the learning system [14]. In the specifics of this proposed integration

of abductive reasoning with CNN models, this can be seen as a ways of improving the

generalisability of the model by generating and introducing additional hypotheses. Such

hypotheses, in practice, are used as new possible answers to be considered and explored,

hence enhancing the model’s ability to reason and drop into previously untested and

unobserved scenarios.

Explainability — In recent years, the demand for explainable algorithms has increased, in part

because of the regulations and guidelines provided by the EU in the GDPR. Nonetheless,

there is no unanimity on how to build these explanations. The integration we propose

here may be an option. The employment of a symbolic basis with a neural network can

produce explanations that closely resemble how human thinking works while preserving

cutting-edge performance [15]. In addition, abductive reasoning can be viewed as a

means of fortifying and enhancing the explainability of a model. Abduction is frequently

defined as a method for inferring the best explanation since it tries to make inexplicable

facts understandable. In a sense, it is anticipated that the ability to employ this form of

reasoning will enable human-comprehensible explanations of the algorithm’s findings.

Trustworthiness — Multiple features contribute to the trustworthiness of artificial intelligent

systems, such as explainability, robustness, transparency, and accuracy [16]. For the same

reasons discussed above, it can be argued that combining abductive reasoning into neural

network can give rise to reliable systems. Specifically, a system is considered trustworthy

when humans have confidence in the algorithm’s decisions, i.e., when they comprehend

how and why certain decisions were made [17]. In this sense, system’s trustworthiness

depends largely on its explicability and interpretability. Abductive reasoning, as stated in

the previous point, is particularly adept at finding potential solutions in the presence of

incomplete or misleading information, making it ideal for real-world situations. In this

sense, this type of reasoning should be incorporated into artificial intelligence systems

prior to achieving trusted autonomy, which is, according to a Forbes article
1
, the point

at which human trust artificial intelligence systems to perform complex tasks requiring

1

https://www.forbes.com/sites/forbestechcouncil/2017/08/30/why-human-like-reasoning-is-the-key-to-trusted-ai/

?sh=2dcf1ff54edf

https://www.forbes.com/sites/forbestechcouncil/2017/08/30/why-human-like-reasoning-is-the-key-to-trusted-ai/?sh=2dcf1ff54edf
https://www.forbes.com/sites/forbestechcouncil/2017/08/30/why-human-like-reasoning-is-the-key-to-trusted-ai/?sh=2dcf1ff54edf


Figure 1: Knowledge injection

flexibility and rapid decision-making, even in the presence of incomplete or inaccurate

data.

5. Proposal

The potential of incorporating a reasoning module – specifically, one that performs abductive

reasoning – into convolutional analysis is likely to result as beneficial in light of the aforemen-

tioned limitations and requirements in the field of image segmentation. This section covers

potential implementation frameworks for the development of this hybrid system. Obviously, the

frameworks outlined at this time are primarily hypothetical and will require further research,

implementation, and extensive experiments.

The initial phase of both frameworks is identical: the neural network receives the image as in-

put, while concepts are taken from the image to construct a Knowledge Base (KB) to symbolically

represent what the black-box has learned. Next, two techniques should be investigated:

Knowledge injection — The KB constrains the neural network in order to enhance its perfor-

mances. The reasoner provides an explanation of the ultimate decision at the conclusion



Figure 2: Knowledge learning

of the procedure, based on the abductive hypotheses that were formed. In addition to

providing explainability to the model, the advantage of this method is to supply symbolic

information to the neural network during the training phase, hence reducing the learning

time and the amount of input data (Figure 1);

Knowledge learning — An abductive reasoner is utilised to adjust and correct the network’s

output. In this sense, revisions are generated by abduction based on the knowledge base’s

contents (Figure 2). Specifically, this concept is derived from the ABL framework [18]

[19], which consists of three steps: i) initially, the model 𝑓 is utilised to get the symbolic

predictions 𝑧 = 𝑓(𝑥) as pseudo-labels, ii) ABL then modifies the pseudo-labels 𝑧 to 𝑧 via

abductive reasoning. There are typically multiple candidates 𝑧 that are consistent with

KB. The reasoning model deduces the most likely right pseudo-labels 𝑧 based on the idea

of minimal incosistency. iii) ABL treats the 𝑧 labels as ground-truth labels in order to

modify the model. This procedure is repeated iteratively.

Given the two frameworks above, one might also consider a fusion of the two, potentially

resulting in a system where both symbolic knowledge injection and a review of the final results

with eventual system adjustments are possible. In truth, there are several paths worth to



investigate, and it is currently unclear which ones should be actually pursued.

6. Conclusion

In conclusion, this proposal highlights the potentials of combining a symbolic system that

performs abductive reasoning with a sub-symbolic one in the context of semantic image seg-

mentation. This integration may enable model training and adaption without the need for

a large number of samples. In this way, it would be possible to design a system that is very

generalisable across domains by using knowledge to make up for the small number of training

instances. Due to the difficulty of studying the core representations and reasoning operations

of neural networks, this could serve as the foundation for support in a scenario involving

explainable artificial intelligence (eXplainable AI). The resulting integrated system will produce

an explainable framework intended to incorporate knowledge representation and reasoning into

black-box technologies. Even in this regard, as discussed above, the use of abductive reasoning

is not arbitrary in our proposal; in fact, it is one of the most well-studied forms of logic to

be explicable. This is because the abductive approach identifies plausible explanations for

each alternative and then selects the most probable candidate. In perspective, the conclusions

that might be reached from this line of reasoning are consequently open to interpretation and

explanation.
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