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Motivation & Context

Symbolic and Sub-symbolic

Why?
DL and ML approaches pervade our daily life
Very complex internal processes ⇒ interpretability issues.
High quantity of data and training time ⇒ not sustainable.

Benefits
More explainable and interpretable models
More reliable models, following a-priori unbreakable knowledge
Less data and time to train a model
Debugging opportunities for ML models
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Motivation & Context

Symbolic Knowledge Injection

What is?
Any procedure affecting how sub-symbolic predictors draw their inferences
s.t. predictions are computed as a function of, or consistent with, given
symbolic knowledge.

How?
Logical constraint, codification of knowledge within the loss function
Structural constraint, codification of knowledge within the structure of
ML model
Knowledge embedding, embedding of knowledge via vector-based
representation
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Motivation & Context

Symbolic Knowledge Injection

Mathematically, we refer to the knowledge-aware model as:

N ski (K, I, τ) (1)

where I is the injection procedure, K is the knowledge base, N is the
sub-symbolic model, and τ is the task to solve.

Its uneducated counterpart is indicated as:

N (τ) (2)
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Motivation & Context

Motivations

How to assess the overall quality of injection mechanism?

E(I) = P(N ski , τ)− P(N , τ) (3)

where P(i , j) is the performance measure of a model i over a task j .

Artefacts:
Knowledge quality and coverage
Baseline mechanism quality
Task at hand
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Motivation & Context

Contribution of the paper

1 The first set of reliable – artefacts-free – performance metrics for SKI
2 Focus on injection quality, and injection efficiency
3 Taxonomy proposal
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SKI Quality-of-Service

Overview

Injection quality metrics:
analyse quality achieved by
the injection procedure;
Efficiency metrics: analyse
efficiency gains obtained with
injection procedure;

SKI QoS

EfficiencyInjection 
Quality 

Memory
Footprint

Energy
Consumption

Latency

Data 
Efficiency

Robustness

Comprehensibility

Figure: Classification of the proposed
QoS metrics.

Agiollo et al. QoS metrics for SKI WOA, 2022 7 / 17



SKI Quality-of-Service

Robustness

The capability of the injection mechanism to adapt to variations of input
data or knowledge base.

Intuition
An injection mechanism is robust if its prediction ability is not altered
much when slight perturbations are introduced.

Formulation

Mr =
1

|P(N ski (e), τ)− P(N ski (ep), τ)|
s.t. ep = e + α with |α| ≤ ϵ

(4)
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SKI Quality-of-Service

Robustness

There are different possible perturbations:
1 Injected knowledge perturbation

Kp = K + α

α ∼ U(a, b)
(5)

2 Input perturbation
xp = x + α

α ∼ U(a, b)
(6)
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SKI Quality-of-Service

Comprehensibility

The capability of the injection mechanism to produce more intelligible
models.

Intuition
The introduction of symbolic knowledge within sub-symbolic models
⇒ more comprehensible models
It is difficult to establish an actual metric of comprehension

How to measure system’s comprehensibility?
Use extraction mechanisms, such as decision trees, and try to evaluate
their comprehensibility

1 Assess model’s complexity (depth of the tree, or the number of the
nodes) [Confalonieri et al., 2021]

2 Assess model’s comprehensibility through human feedbacks
[Piltaver et al., 2016]
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SKI Quality-of-Service

Memory Footprint

The capability of injection mechanisms to produce lightweight sub-symbolic
models

Intuition
Injected knowledge lifts part of the learning burden, reducing amount of

notions to be learnt data-drivenly

⇓

Possibility of shrinking sub-symbolic model (FLOPs, MACs, Bytes, etc.)

Formulation

Mm =Ψ
(
N ski (K, I, τ)

)
−Ψ(N (τ))

s.t. P(N ski , τ) ≥ P(N , τ)
(7)
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SKI Quality-of-Service

Energy Consumption

The capability of injection mechanisms to produce energy-friendly
sub-symbolic models

Intuition
Resource hungry popular AI solutions ⇒ not sustainable
Knowledge injection reduces learning complexity ⇒ reduces amount of
computations for training and running
Model training and deployment are the most resource hungry

Formulation

Me =Υt

(
N ski (K, I, τ)

)
+ αΥd

(
N ski (K, I, τ)

)
−

− [Υt(N (τ)) + αΥd(N (τ))]

s.t. P(N ski , τ) ≥ P(N , τ)

(8)
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SKI Quality-of-Service

Latency

The capability of injection mechanisms to produce faster sub-symbolic
models

Intuition
Latency crucial in AI models for time-costly scenarios and for
collaboration between multiple intelligent entities (MAS)
Injection remove unnecessary computations ⇒ reduce latency
SKI may introduce delays linked with analysis of KB (e.g., grounding
issues [Tsamoura et al., 2020]) ⇒ increase latency

Formulation

Ml =T (N ski (K, I, τ))− T (N (τ))

s.t. P(N ski , τ) ≥ P(N , τ)
(9)
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SKI Quality-of-Service

Data Efficiency

The capability of injection mechanisms to produce data-frugal sub-symbolic
models

Intuition
Popular DL approaches are data inefficient
Injection mechanisms play a significant role in data-frugal
proposals [Xu et al., 2018]
Several concepts are injected automatically ⇒ Portions of training
data are not required

Formulation

Md =D(N (τ))−D(N ski (K, I, τ))
s.t. P(N ski , τ) ≥ P(N , τ)

(10)
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SKI Quality-of-Service

Taxonomy

Efficiency QoS metrics
obviously related with AI
sustainability field
Increased robustness and
comprehensibility relate SKI to
XAI easing the
explanation/understanding
process
Simpler models (memory
footprint and data efficiency)
obtained using SKI should be
easier to analyse, understand
and explain rightarrow XAI

Memory 
Footprint

Energy
Consumption

Latency

Data 
Efficiency

Robustness

Comprehensibility

SUSTAINABILITY

XAI

Figure: Taxonomy of the proposed QoS
metrics.
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Conclusions & Future works

Conclusions & future works

Summing up
We propose a set of QoS metrics for SKI, aiming to overcome
shortcomings of measuring only accuracy improvements in SKI
Distinguish between injection quality and efficiency metrics
We identify a taxonomy for the proposed QoS metrics, analysing
relations with XAI and AI sustainability

Future works
Test efficacy of proposed QoS metrics, benchmarking state-of-the-art
SKI mechanisms
Develop a SKI-QoS library and make it available as a tool to
automatically benchmark SKI mechanisms
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